Markov process

Definition
{x (t,w)},c, is called a Markov process (MP), if the following Markov
property holds: forany tp < T < t< T anall A€ B"

P {x (tw)EA] f[to,r]} 2P x(tw)€A|x(T,w)}
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Markov process

Let the phase space of a Markov process {x (t,w)},.; be discrete, that is,

x(t,w)e X :={(1,2,...N) or NU{0}}

IN =1, 2, ... is a countable set, or finite

A Markov process {x (t,w)},., with a discrete phase space X is said to
be a Markov chain (or Finite Markov Chain if IN is finite)

€O X O..

te 41 Ap oo

T :=[to, T), T is admitted to be 00

a) in continuous time if

b) in discrete time if

T = {ty, t1,....,t7}, T is admitted to be o0




Markov process

Homogeneous

A Markov Chain is said to be Homogeneous (Stationary) if the transition
probabilities are constant, that is,

7TJ|, (n) = 7TJ|, = const for all n = 0, 1,2,

Ty
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Markov process

Definition

| Markovprocess

A Markov Chain is called ergodic if all its states are returnable

The result below shows that homogeneos ergodic Markov chains posses
some additional property:
after a long time such chains "forget" the initial states from which they

have started. L /@
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Markov process
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Math Modelling

The Classical Model Extended
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History of Option Pricing

* Louis Bachelier 1879 - 1845

Théorie de la Spéculation
* Thesis Committee

Pas Appet
Joseph Boutsnely

Kenn Fovcwe
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Paul Levy
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Strike Price

Expiration of
Ticker Symbol Contract of Contract Activity VFI'a: n::ollocted

'"Volume of
\ ; Contracts

Example: MSFT Option Alert: Jul 27 $99 Calls Sweep (25) at the Ask: 989 @
$3.05 vs 312 Ol; Earnings 7/19 After Close Ref=$99.05

Number of Sources ‘

Price of ?Open Interest

Contract

Legend:
h Volume: Activity in contract for current session

& Open Interest: Activity in contract over course
of contract’s history

Time Series and Stochastic Processes 10



Math Modelling
U\f\‘l
ALV AR

Time Series and Stoch astic Processes 11



Math Modelling




Math Modelling

A
Qﬁ C* = max(0,uS — P,)
n

c=PV(@mC*+(1—m)C)

C~ = max(0,dS — P,)
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1 25262V+ Vo v
Tl el RN T

Time Series and Stoch astic Processes 14



Math Modelling
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Ending point

Starting point
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Capital
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Math Modelling

lim P(LX,~ X] > €)
= lim P~ 0| > )

= m[1-P(-¢ < X, < £)]

—1-tm [ fr(o)dx

n—ow |

rmin(s,1l/n)

=1-lm B dx
= Vo max(—s.~1/n) 2

o1ln

=1-lm %dx (when » becomes large % < g)
n= J_1in

=1-lml
M=o
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Math Modelling

Example 1: Let the random variable U be uniformly distributed on [0,1]. Consider the sequence

defined as:
N (_I)IIU

X(n) .

1. Almost sure convergence: Suppose

The sequence becomes

In fact, for any a € [0,1]
linl Xn e 0,

n—»o0

therefore, X, 250. 21



Math Modelling

Example 1: Let the random variable U be uniformly distributed on [0,1]. Consider the sequence

defined as: .
X(n) = #

In order to answer this question, we need to prove that

lim E [|X, — 0] =0.

n—oo

We know that,

Jim E[IX, 0] = lim B[x7],

n—oo
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Hence, X,, =25 0. 22



