MULTIPLE REGRESSION MODEL A ASSUMPTIONS

A.1 The model is linear in parameters and correctly specified.

Y = ,81 + ,82X2+ +,8ka +Uu

A.2 There does not exist an exact linear relationship among the regressors in
the sample.

A.3 The disturbance term has zero expectation (Gauss-Markov 1)
A.4 The disturbance term is homoscedastic (G-M 2)
A.5 The values of the disturbance term have independent distributions (G-M 3)

A.6 The disturbance term has a normal distribution
For the purposes of statistical inference, the assumption of normality can be replaced by
a large sample size

Special case to be considered first: Y = [; + [,X, + [3X3 +u



MULTIPLE REGRESSION WITH TWO EXPLANATORY VARIABLES: EXAMPLE

EARNINGS = B, + 3,S + S;,ASVABC + u

B, + BASVABC

| pure ASVABC effect

By
EARNINGS

ASVABC

S

By + S + BASVABC + u

|

pure S effect
B + S

combined effect of S and
ASVABC

We assume that the effects of S (years of schooling) and ASVABC (indicator of abilities) on

EARNINGS are linear and additive.

The impact of a difference in S on EARNINGS is supposed to be not affected by the value of

ASVABC, and vice versa.



MULTIPLE REGRESSION WITH TWO EXPLANATORY VARIABLES

True model Fitted model

Y =01+ P2Xo + [3X35+u ?=b1+b2X2+b3X3

ﬁi=Yi—?i=Yi—b1—b2X2i—b3X3i

We define RSS, the sum of the squares of the residuals, and choose b,, b,, and b; so
as to minimize it.

SSR — ﬁz —_ (Yl — bl — bzXzi — b3X3i)2 — min
l

The first order conditions are:

dSSR dSSR 0 OSSR
db; db, b,
dSSR

= 2 —(Y; = by — baX3; — b3X3) = 0=

= bl — Y_bzXz —b3X3

db,




MULTIPLE REGRESSION WITH TWO EXPLANATORY VARIABLES

SSR = ZYE +nbj +b%ZX§i +b§2x§i —2blei
_2b2 EXZL'YL' _ 2b3 zXBiYi + 2b1b2 EXZL-

+2b, b3 z X3; + 2b, b3 z XpiX3j

0SSR 5
—_ ZbZZXZi — ZEXZLYl + 2b12X2i + 2b3 EXZiXBi —_ 0

ob,

0SSR 5 i i )
FY2 — 2b2 EXZL' _ ZzXZLYl + Z(Y — b2X2 — b3X3) EXZL' + 2b3 EXZL'XSI: = (
2

JSSR z 5 i ] ]
ab — 2b3 X3i — ZEXBLYL + Z(Y — bzXz — b3X3) X3i -|- 2b2 XZiXSi — O
3 z §




MULTIPLE REGRESSION WITH TWO EXPLANATORY VARIABLES:
OLS ESTIMATORS

bl — Y — bzXz - b3X3
bzva\r(Xz) + bBC/O\V(Xz,XB) — C/O\V(Xz, Y)
sz/O\V(Xz,Xg) + b3\7a\I‘(X3) — C/O\V(Xg, Y)

Cov (X, Y)Var (X3)—Cov(Xs, Y)Cov(Xo, X3) A, /A
— — —_ 5 — 1
Var(X,)Var(X3) — [COV(XZ,Xg)]2

2

Cov(X3, Y)Var(X,)—Cov(X,, Y)Cov(Xy, X3) A,/
= — — — — Ay
Var(X,)Var(X3) — [COV(Xz,Xg)]z

3

We thus obtain three equations in three unknowns.

Solving for b4, b,, and b;, we obtain the expressions shown above.



MULTIPLE REGRESSION WITH TWO EXPLANATORY VARIABLES:
PROPERTIES OF OLS ESTIMATORS

Cov(Xy, u)Var(X3)—Cov(X3, u)Cov(X,, X3)
Var(X,)Var(Xs) — [Cov(Xy, X3)]°

Bo = B+

Var(X3)E(Cov(X, u))—Cov(X,, X3)E(Cov(X3,u))
n —

E(B;) = B, +

=2 + E(E aju;) = Po + z a,E(w;) = B,  Similarly, E(f3) = B3

E(By) = E(_Y - IBAZ):(Z - ,3:3X3)A = E(éﬁ + FzXz + B3X3 + 1 — byX; — b3X3) =
= p1 + B2X2 + B3X3 — XoE(B2) — X3E(B3) = B1

The OLS estimators are unbiased if the assumptions are valid. They are also efficient.



EXAMPLE OF MLR ESTIMATION, EARNINGS FUNCTION

Dependent Variable: EARNINGS

Method: Least Squares
Included observations: 570

Variable Coefficient Std. Error t-Statistic Prob.

C -13.38022 2.434830 -5.495340 0.0000

S 1.307620 0.184170 7.100061 0.0000

ASVABC 0.183290 0.048992 3.741218 0.0002
R-squared 0.185923 Mean dependent var 13.68988
Adj. R-squared 0.183051 S.D. dependent var 9.702960
S.E. of regression 8.770041 Akaike info criterion 7.185809
Sum squared resid 43610.02 Schwarz criterion 7.208681
Log likelihood -2044.956 F-statistic 64.74713
Durbin-Watson stat 1.784141 Prob(F-statistic) 0.000000

EARNINGS = —13.38 + 1.31S + 0.18ASVABC

It indicates that hourly earnings increase (on average, others equal) by $1.31

for every extra year of schooling and by $0.18 for every extra point of abilities



PRECISION OF THE MULTIPLE REGRESSION COEFFICIENTS (k=3)

True model Fitted model A
Y =01+ P2Xo + [3X35+u Y =1+ p2X2 + [3X3
, o2 1 o2 1

O- — — X = X
Br  ¥(Xp = X2 1-1 y Xap? 11y

/\2 PN
E <_n 2 ui> — o2 = E uiz

—~~

() = et () = e x—
s.e. = = s.e. = .
? (X2 —X)4 11— TXZ X > 2(X3 —X3)% 1-— 7"XZ X
\ 2,43 \1 23
R 1 1
s.e.(fy) = sy

1
X — X X
Vo [3x,2/n \/1 _ 2



EXAMPLE OF MLR ESTIMATION, EARNINGS FUNCTION

EARNINGS = —13.38 + 1.315 + 0.18ASVABC

Dependent Variable: EARNINGS
Included observations: 570

Variable Coefficient Std. Error
S 1.308 0.1842
S.E. of regression 8.770041
n 1 1 1
s.e.(f) = sy X 7 X \/ - X
n XXoi%/n 2
2 —
L 1 X, X,
1 1
= 8.77X

X X —
V570 ,/2.362%569/570 +1—0.284
= 8.77 x 0.042 * 0.424  1.18 = 0.1842

Auxiliary regression of HGC on ASVABC:
R-squared 0.284 S.D. dependent var 2.36



MULTIPLE LINEAR REGRESSION WITH (k-1) REGRESORS, VECTOR-MATRIX FORM

Y = b1 + B2 X5 + B3 X3+ .+ Bk Xk + uy
¥, = By + BoXoi + BsXsgi+. .. + B Xy
_ 1 Xy .. Xeg

R Yl 1 bl
7= |=xp=

1 Xon .. X

e=Y—-Y=Y-Xb SSR = e'e = min




MULTIPLE LINEAR REGRESSION WITH (k-1) REGRESORS, VECTOR-MATRIX FORM

SSR=¢e'e= (Y —Xb)'(Y — Xb) =
=Y'Y —Y'Xb—b'X'Y + b'X'Xb =
= Y'Y —2b'X'Y + b'X'Xb = min
0SSR
W — —ZX,Y + ZX’Xb =0
X'Xb=XY=p=0XX)"1XY

Var(f) = o, 2 (X'X)™"

0,°

Zxj% 1 — R;*

Var(f;) =




PRECISION OF THE MULTIPLE REGRESSION COEFFICIENTS

{

True model

Y = ,81 + ,82X2+...+,8ka + U

~ Fi}ted ondeI )
Y — ,81 + ,32X2+. .. +ﬂka

I

2 2
) o, 1 oy 1

Op. = > X > = = X >

1 R n—k 2 1 ~2
E Ezuf — - O-l% Su_n—kzui
2
A Sy, 1
se(ﬁ]) = - 2)( >
VEG-X)" 1R

Where Rj2 is determination coefficient
of the regression of X; on all X;;; (m # j)



t TESTS OF HYPOTHESES RELATING TO REGRESSION COEFFICIENTS

True model Fitted model

Y = By + BoXo+.. 48X + u Y =B + Lo Xo+... +B. X

Null hypothesis Hy: B; = ,Bio
Alternative (two-sided) H.:B: =+ B9
hypothesis 1 'Bl 'Bl
Test statistic {, = 'B '82 t3 = 'B '83 , L = 'B 'Bk
S.e. (,82) S.e. (,83) s.e.(ﬁk)
Reject H, if |t] > Lerit

d.f. = n-k



CONFIDENCE INTERVALS FOR REGRESSION COEFFICIENTS

Model Y = ,81 + ,82X2+. . +,8ka + u
Null hypothesis: Hy: By = ﬁ?
Alternative hypothesis: Hy: B, # ﬁg d.f. = n-k
. 0
o s, 0
Reject H, if '82 '82 or ,82 — ,82

> T
5 crit N
s.e.(ﬁz) s.e.(ﬁz) crit
. . A 0 A A A
Reject Hoif [, — 33 > S-e-(ﬁz)x terit ©F [ — ,BS < —s.e.(ﬁz)xtcrit
. . ) 5 0 ~ ~
Reject Hoif 2 — s-.(B2)Xtcrit > B2 or By + s.e.(By)Xterit < B

Do not reject H, if ﬁz — S.e.(,BAz)Xtcrit <pB; < ,éz + S-e-(BZ)Xtcrit

(Bz — S-e-(ﬁz)Xtcrit; ,[;)2 + S.e.(BZ)Xtcrit) - Confidence interval;
same for i#2



Multiple Linear Regression Model:
F TEST OF GOODNESS OF FIT FOR THE WHOLE EQUATION

Y = ,81 + ,82X2+ +,8ka +Uu

Ho:ﬁz ==ﬁk =0
Hy: atleastonef # 0

(SSRy — SSRy,)/(k —1)  (SST —SSR)/(k —1) _
SSR,,./(n — k) ~ SSR/(n—k) B

_SSE/(k—1) g—?/(k - R¥(k-1)

 SSR/(n—k) gg_?/(n iy  (1-R®»/(n—-k)

F(lk—1,n—-k)=

reduction in SSR [ costin d.f.

SSR unrestricted / Sﬁ?e":fﬁc(:;;reedom

F (cost in d.f., d.f. unrestricted) =



F TEST OF GOODNESS OF FIT FOR THE WHOLE EQUATION

The F' test and F statistic (continued)
f(F)

fail to reject Reject H at o

significance level
/ if /> Fcrit

reject

1




F TEST OF GOODNESS OF FIT

Demonstration that F= t2IN THE SLR MODEL

SSE/(k—1) §§—’£/<k - R¥(k-1)

F(lk—1,n—k)= = =
SSR/(n — k) gg—?/("—k) (1-R%)/(n—k)
o SSE___ >(¥,-7)°
~ SSR/(n—2) Ya?/(n-— 2)
_ Z([ﬁ1 + 52X ]SZ 51 + B,X] _ _Zﬁz (X; — X)?
2 B IBZ _ 42
E(X — 7= si/2(X; — X)Z (s.e. (,32))2 t

The F test does not have its own role in the SLR model; it will do in the
multiple regression.




R? and Adjusted R?

_ SSE . SSR
- SST SST

RZ

Determination coefficient R? always grows if an explanatory variable
has been added, either significant or not. The adjusted coefficient was
introduced which may increase or decrease:

_ SSR/(n — k) n—1
R2 -=R2= —_ =1_ 1_R2 —
adj SST/(n— 1) ( "
R? - (1-RY)
n—k

The R?,,; coefficient increases if and only if the absolute value of t-statistic
of the added variable coefficient is greater than 1 (prove as an exercise
before the next class). The R?,; coefficient is not widely used for
econometric analysis though available in the regression printouts.



R? and Adjusted R?

R% and R* What They Tell You—and What They Don’t

The R% and R” tell you whether the regressors are good at predicting, or
“explaining,” the values of the dependent variable in the sample of data on
hand. If the R%(or R °) is nearly one, then the regressors produce good
predictions of the dependent variable in that sample, in the sense that the
variance of the OLS residual is small compared to the variance of the
dependent variable. If the R? (orRz) is nearly zero, the opposite is true.

The R? and R2 do NOT tell you whether:

1. anincluded variable is statistically significant;

2. the regressors are a true cause of the movements in the dependent
variable;

3. there is omitted variable bias; or

4. you have chosen the most appropriate set of regressors.



