**Определение формы фигур на изображении по их признакам**

В данной лабораторной работе надо будет обучить нейронную сеть находить на изображении квадраты, круги, треугольники, подавая на нейронную сеть вектор признаков изображения.

Выделение признаков, это сама по себе интересная тема. Мы будем выделять 2 признака

1. ‘extent’ – коэффициент заполнения: равен отношению площади объекта к площади ограничивающего прямоугольника. Представляется числом в диапазоне (0,1]. Это будет главный признак, который мы подадим на нейронную сеть.
2. ‘centroid’ – координаты центра масс, для того, чтобы корректно вывести результаты на экран

**КРАТКИЕ ТЕОРЕТИЧЕСКИЕ СВЕДЕНИЯ О ВЫЧИСЛЕНИИ ПРИЗНАКОВ ИЗОБРАЖЕНИЯ**

При анализе формы областей изображения применяют различные

метрические, топологические и аналитические характеристики: расстояние,

площадь, периметр, число Эйлера, функции кривизны и их производные. Ниже

приведены функции MatLab, позволяющие выполнять выделение нужных

объектов на изображении, поиск связных областей и вычисление

морфометрических признаков: площадей объектов, центров масс объектов,

коэффициентов формы и других метрических и топологических характеристик.

**Функция выделения объектов bwselect**

Синтаксис

BWD = bwselect(BWS ,n)

BWD = bwselect(BWS ,с,r,n)

Функция BW D = bwselect(BW S ,n) выводит изображение BW S на экран и

предоставляет пользователю возможность интерактивно отметить затравочные

пикселы (пиксел, с которого начинается выделение объекта, называется

затравочным). Координаты затравочных пикселов задаются щелчком левой

кнопки мыши. Предыдущий можно удалить клавишей Backspace или Delete.

Последний затравочный пиксел задается двойным щелчком левой кнопки или

однократным щелчком правой кнопки мыши. Нажатие клавиши Enter завершает

процесс выделения затравочных пикселов. Все отмеченные объекты

переносятся сразу после нажатия клавиши Enter, после этого сразу создается

новое бинарное изображение BWD .

Функция BWD = bwselect(BWS ,с,r,n) переносит с изображения BWS на

изображение BWD все объекты c координатами затравочных пикселов из

векторов c и r.

Параметр n для всех рассматриваемых функций bwselect задает критерий

связности. Он может принимать значение 4 или 8 (по умолчанию n = 8).

**Функция поиска объектов в бинарных изображениях bwlabel**

Синтаксис

[L,num] = bwlabel(BW,n)

Функция bwlabel ищет на бинарном изображении BW связные области

пикселов объектов и создает матрицу номеров объектов L. Элементы, имеющие

значение 1, относятся к первому объекту, 2 – ко второму и т. д. Элементы,

имеющие значение 0, относятся к фону. В параметре num возвращается

количество объектов, найденных на изображении BW. Параметр n задает

критерий связности, используемый для нахождения связных областей объектов.

Он может принимать значение 4 или 8 (по умолчанию n = 8).

**Измерение свойств объектов на изображении. Функция вычисления признаков объектов**

Функция **regionprops** применяется для измерения свойств объектов в некоторой окрестности изображения и представляет результат в виде массива. Если применить это к изображению с отмеченными компонентами, то создается структура для каждой компоненты.

В этом примере используется функция **regionprops** для создания структурированного массива, содержащего некоторые основные свойства. Если установить свойствам параметр **'basic'**, тогда функция **regionprops** возвращает три измеренных параметра: площадь, центроид (или центр масс) и ограничивающий прямоугольник (локальная окрестность).

Например:

feats = regionprops(L ,'basic')

Система MATLAB выдает такой результат

feats =

101x1 struct array with fields:

Area

Centroid

BoundingBox

Для поиска области с 51-м отмеченным компонентом, необходимо найти поле Area field и его 51 элемент в структуре массива graindata.

feats(51).Area

В этом случае результат будет таким

ans =

140

Для поиска наименее возможного прямоугольника и центроида (центра масс) некоторых компонентов используется следующий код:

feats(51).BoundingBox, feats(51).Centroid

ans =

107.5000 4.5000 13.0000 20.0000

ans =

114.5000 15.4500

Можно задавать другие признаки

**feats =regionprops(L, 'Extent', 'Centroid','Image');**

Вот всем этим мы и будем пользоваться.

**ПОДГОТОВКА ИЗОБРАЖЕНИЯ**

Для начала заготовьте 2 изображения – для обучения сети и для проверки ее работы. Хорошо, если первое будет содержать больше объектов, чем второе. Я подготовила такие.
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Итак, у нас на обучающем изображении есть 4 вида объектов 3 круга, 2 квадрата, 3 треугольника и 2 прямоугольника и у всех у них будет разное значении признака “Extent”.

Количество объектов на вашем изображении написано в варианте. Перейдем к вычислению признаков.

**ВЫЧИСЛЕНИЕ ПРИЗНАКОВ ОБЪЕКТОВ**

Загружаем первое изображение в Matlab. Помним, что оно должно храниться в папке Документы-Матлаб текущего пользователя, чтобы не прописывать путь до файла.

f=imread('PR3.bmp');

>> figure, imshow(f);

Признаки вычисляются только у полутонового или бинарного изображения, поэтому либо сохраняйте его в графическом редакторе, как черно-белое, либо сделайте полутоновым так: f=rgb2gray(f);

Теперь надо выделить объекты. Если мы не видим изображения, то пользуемся функцией

**[L num]=bwlabel(f,8);**

Но я предпочитаю пользоваться функцией **BW = bwselect(f ,8)**

В этои случае левой кнопкой мыши нужно отметить объекты, а затем нажать правую кнопку. После этого дать команду

**[L,num] = bwlabel(BW,8);**

Далее приступаем к вычислению признаков объектов, которые отмечены в матрице номеров объектов L. Значения признаков возвращаются в массиве структур feats. Как было отмечено ранее, при распознавании объектов могут использоваться любые наборы признаков, но мы используем только 2.

**feats= regionprops (L,'Extent','Centroid');**

сформируем матрицы этих признаков

**Extent=zeros(num);**

**CentX=zeros(num);**

**CentY=zeros(num);**

**for i=1:1:num;**

**Extent(i)=feats(i).Extent;**

**CentX(i)=feats(i).Centroid(1);**

**CentY(i)=feats(i).Centroid(2);**

**end;**

Посмотрим наш признак формы:

>>Extent

Extent =

1.0000 0 0 0 0 0 0 0 0 0

0.7848 0 0 0 0 0 0 0 0 0

0.5030 0 0 0 0 0 0 0 0 0

0.7846 0 0 0 0 0 0 0 0 0

1.0000 0 0 0 0 0 0 0 0 0

0.7846 0 0 0 0 0 0 0 0 0

1.0000 0 0 0 0 0 0 0 0 0

1.0000 0 0 0 0 0 0 0 0 0

0.5024 0 0 0 0 0 0 0 0 0

0.5052 0 0 0 0 0 0 0 0 0

Видим, что для разных фигур он дает разное значение

1.0000 - для квадрата

0.7848 – для круга

0.5030 – для треугольника

С прямоугольником сложно. В данном случае у меня такие прямоугольники, что у них коэффициент формы такой же, как и у квадрата, ну и пусть будут квадратами

Таким образом у нас появилось 3 класса фигур

1 класс - 1.0000 квадрат

2 класс - 0.7848 круг

3 класс - 0.5030 треугольник

Вот вам и задачка для нейронной сети

**ГОТОВИМ ДАННЫЕ ДЛЯ НЕЙРОННОЙ СЕТИ**

Создадим входной и выходной вектора

Входным вектором будет наше значение Extent, но только не в столбик, а в строчку

x=Extent(:,1)'

x =

1.0000 0.7848 0.5030 0.7846 1.0000 0.7846 1.0000 1.0000 0.5024 0.5052

Выходной делаем ручками, ориентируясь на классы, выделенные выше. Надо сказать, что можно взять самоорганизующуюся сеть и она вам сама классы выделит. Я вот решила попроще – возьму LVQ сеть и буду ее учить.

Итак, выходной вектор:

y=[1 2 3 2 1 2 1 1 3 3]

**РАЗМЕТКА ОБУЧАЮЩЕГО ИЗОБРАЖЕНИЯ**

Чтобы убедиться, что мы все сделали правильно, разметим обучающее изображение.

for i=1:num;

f(round(CentY(i)):round(CentY(i))+1,round(CentX(i)):round(CentX(i))+1)=0;

if y (i)==1;

text(round(CentX(i)),(round(CentY(i))), ' Квадрат ')' ;

end;

if y(i)==2;

text(round(CentX(i)),(round(CentY(i))), ' Круг ')'

end;

if y(i)==3;

text(round(CentX(i)),(round(CentY(i))), 'Треуг')'

end;

end;

![](data:image/png;base64,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) Вот что получили – значит все правильно.

**СОЗДАНИЕ И ОБУЧЕНИЕ НЕЙРОННОЙ СЕТИ**

Создадим матрицу связности для наших выходов

T = ind2vec(y);

T = full(T);

>> T

T =

1 0 0 0 1 0 1 1 0 0

0 1 0 1 0 1 0 0 0 0

0 0 1 0 0 0 0 0 1 1

Процентные доли входных векторов в каждом классе равны 0.4, 0.3 и 0.3 соответственно. Кластеризовать нам, вроде ничего не надо, но давайте выделим 4 кластера, (помним, что кластеров должно быть больше, чем классов), все равно нам надо указать количество нейронов в скрытом слое. Создаем сеть:

**net = newlvq(minmax(x),4,[.4 .3 .3],0.1);**

Проводим обучение:

**net = train(net,x,T);**

Проверяем на обучающем векторе:

>> ac = vec2ind(sim(net,x))

ac =

1 2 3 2 1 2 1 1 3 3

Вроде все нормально

**ОПРЕДЕЛЕНИЕ ФОРМЫ ФИГУР НА ТЕСТОВОМ ИЗОБРАЖЕНИИ**

Теперь берем другое изображение и опять готовим последовательности для входного и выходного векторов

f1=imread('PR2.bmp');

>> figure, imshow(f1);

**BW1 = bwselect(f1 ,8)**

**[L1,num1] = bwlabel(BW1,8);**

**feats= regionprops (L1,'Extent','Centroid');**

**Extent1=zeros(num1);**

**CentX1=zeros(num1);**

**CentY1=zeros(num1);**

**for i=1:1:num1;**

**Extent1(i)=feats(i).Extent;**

**CentX1(i)=feats(i).Centroid(1);**

**CentY1(i)=feats(i).Centroid(2);**

**end;**

x1=Extent1(:,1)'

И подадим уже новые входные данные на обученную сеть

ac1 = vec2ind(sim(net,x1))

ac1 =

1 2 3 2

Визуализируем

for i=1:num1;

f1(round(CentY1(i)):round(CentY1(i))+1,round(CentX1(i)):round(CentX1(i))+1)=0;

if ac1(i)==1;

text(round(CentX1(i)),(round(CentY1(i))), ' Квадрат ')' ;

end;

if ac1(i)==2;

text(round(CentX1(i)),(round(CentY1(i))), ' Круг ')'

end;

if ac1(i)==3;

text(round(CentX1(i)),(round(CentY1(i))), 'Треуг')'

end;

end;

Получилось:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAloAAAGvAQAAAACrl0ZwAAAABGdBTUEAALGOfPtRkwAAAAlwSFlzAAAOxAAADsMB2mqY3AAAA9xJREFUeNrt2k9O20AUx3GHoIadQy/gihMgdcOiqjcciBtkDBsvIlXqiQZUwZIrzBGmuy4q0sT/YqOamel8E0J5jxV+0UdO/LMTj1+SSElJSUlJSUlJSUlJSUm9y5qthvVbMMEEE+w/xiYry2H5aqUobLLe7LdrHli63vxEYflmu9f79MCq7YbBptX2XwxWv8LrQ3NjWd1gsLxu+BwBN7aoG5rAJk3DEti0afgcTic2G33//4ClTcMnG04sazsHh+VtRwHYou1oAOs6Jh6bdB17YNi063icAnvFZqOd18bSruNxcu4Vy7atw8VUNJa/D2yxbWnBXgHrtQyELXMQK8k9K1CsuJhh2I2a59yeLcOw6oCNHoDlxyCsfPFoLq+DsOLFnCV3YVhxc/QhyUawyX0QdlOeHiWXi5HT6dtDUM6K8ufR5x+LkRP922MQVhbF2fnxKJYGXTXK8vTs/HLBXIKWJ/OzBMPW/xwfQ9g6Ylf5i191KKZCsNUTif3tdEKxbNtyWvvF0t1gwG/a2W4w4D5guhsMuHc63PtN9LaaveHP244CsGwnmNva88ISuuSFLsahy4ToAia7tJp5J8MDS72Tse+FcnQJn324kPp+ZHt/IIM+KmIfYnmXYIIJJphgggm2O2wyeLV9K1hoCSaYYIIJJphgggkmmGCCCSbYm8GWOYiV5J4VKFbNJM0ZrJ5JuoL2rJpJgrB6JonCqpkkCKtnkigs2cwkQVg9RmQPEtvMJHHYgV6CBBNMMMEEE2y8PpHYOYldkNgXEvtKYjmKaRIzJGZJzD2yFoC5H+IGYO4xswDMPTMYgikS0yRmSMySmDNoIZgzaCGYM2ghmDNoQZgiMU1ihsQsibmCFoRx8xprzGtw2as2mCIxTWKGxCyJeQ1o+2JRI0vPMb+hak8MC1qFKRLTJGZIzJIYFbQKo4JWYVTQKowKWo0pEtMkZkjMkhiUjRqDslFjUDYaTJGYJjFDYpbEmItQgzFBazAmaA3GBK3FFIlpEjMkZkkMCVqLIUFrMSRoLYYErcMUiWkSsyRGZKPDiGx0GJGN+jdtxmSj/uUIZWOLaQrTtxczg2Enc4+VTE/sfo0BQWuw5LvHSqYvll57rGR6YvrkzmMl0xe7vfdYyfTDVg/rPyBoLfZIfNu1WEpc0bqrBnFF62HxQeth8UHrYfFB62OKxAyJWRKLzkYfi85GH4vORh+LzsYAUySmScyQmCWx2KANsNigDbDYoA2w2KANMUVimsQMiVkSiwzaEIsM2hCLDNoQi8zGM0yTmCExS2Jx2XiGYY9TpKSkpKSkpKSkpKSkpJI/ceHA2+VxLvgAAAAASUVORK5CYII=)

Сеть распознала фигуры.

Если не получается с визуализацией помните, что у вас есть признаки с предыдущего изображения, поэтому прежде чем, загружать новое удалите эти переменные из памяти, чтобы не мешались.